Non Positive SVM

Gaélle Loosli
Clermont Université, Université Blaise Pascal, LIMOS, BP 10448, F-63000 Clermont-Ferrand
CNRS, UMR 6158, LIMOS, F-63173 AUBIERE
gaelle@Rloosli.fr

Stéphane Canu
LITIS EA 4108, INSA-Université de Rouen, Saint-Etienne-du-Rouvray, 76801, France
scanu@insa-rouen.fr

Abstract

Learning SVM with non positive kernels is is a problem that has been addressed in
the last years but it is not really solved : indeed, either the kernel is corrected (as a
pre-treatment or via a modified learning scheme), either it is used with some well-
chosen parameters that lead to almost positive-definite kernels. In this work, we
aim at solving the actual problem induced by non positive kernels, i.e. solving the
stabilization system in the Krein space associated with the non-positive kernel.
We first describe this stabilization system, then we expose a simple algorithm
based on the eigen-decomposition of the kernel matrix. While providing satisfying
solutions, the proposed algorithm shows limitations in terms of memory storage
and computational effort. The direct resolution is still an open question.

1 Krein Space and SVM

From the first stages of SVM [10] , non positive kernels are proposed and used, in particular the
tanh kernel. In many application fields, some huge efforts are made to produce true Mercer kernels
when the natural kernels turn out to be indefinite [4, 3]. Some author even study some kernels
that are definite positive with high probablity [1]. However, until now, there is no adequate solver
available. In [7, 11, 2], the authors propose to solve SVM with indefinite kernel considering that
the indefinite kernel is a perturbation of a true Mercer kernel. In [5], the author states that learning
with indefinite symmetric kernels is actually consisting in finding a stationary point, which is not
unique but each of those performs correct separation. It has been shown [8] that learning with non
positive kernel is actually solving the learning problem in a Krein space instead of a Hilbert space.
It has also been shown that in this situation, the learning problem is not a minimization anymore
but a stabilization problem. This means that the solution is a saddle point of the cost function. In
the remaining of the section, we briefly introduce the Reproducing Kernel Krein Space (RKKS) and
propose the stabilization system to be solved to train SVM in Krein space.

Reproducing Kernel Krein Space Krein spaces are indefinite inner product spaces endowed with
a Hilbertian topology. We recall here definitions from [8]

Definition 1.1 Inner Product Let K be a vector space on the scalar field. An inner product (., .)x
on K is a bilinear form where for all f,g,h € K,a € IR :

<f7g>)C:<gv.f>/C
{af +9.hi = a{f, Wk +{g, h)x
(f.o)c =0, VgeK = f=0



Definition 1.2 Krein space An inner product space (K, (., .)x) is a Krein space if there exists two
Hilbert spaces H, H_ spanning IC such that

VK, f=fi+ [, where fy € Hyand f- € H_
vf?.g € ICv <fvg>/C = <f+7g+>'H+ - <ffvgf>7-t,

In [8, Proposition 6], the reproducing property is shown : in K a RKKS, there is a unique symmetric
k(x,x") with k(z,.) € K such that for all f € IC, (f, k(z,.))x = f(x)and k =k — k_.

SVM in RKKS Applying this to SVM requires to interpret the stabilization setting. Following
[6], we start from the fact that a (unconstrained) quadratic program in a Krein space has a unique
solution (if the involved matrix is non singular) which is in general a stationary point. In the case of
SVM, we have to apply some box constraints that may exclude this unique solution. Moreover, the
optimal constrained solution is not necessarily unique anymore. Let x; € X%, i € [1..¢] be £ training
points in dimension d, along with their label y; € [—1, 1] representing the class each point belongs
to in a classification problem. Let K be a Krein space. Let f € K be our objective function.

Proposition 1.1 The initial primal problem is :

¢
staby ¢ %(f, Nk +Cz&

i=1 M
st yz(f(xl) + b) >1-¢& Yie [14
§& >0 Vi€ [1..4]
According to the Krein space’s properties, we can formulate system (1) into a min-max system
1 1 ‘
gin max o {fy, frhm, = g{f- )t G ;5 o
st yz(f+($b) + f, (ilfz) + b) >1-¢& Vie [1(]
§& =0 Vi € [1..4]
Proposition 1.2 We claim that system (2) can be solved with the following setting :
1 1 ‘
Lo o S Fone 45U fom G g & “
st Yi(fo(zi) + f-(z) +b) > 1 & Vie[l.4]
§& >0 Vi € [1..4]
, 14 L
Let’s define f(.) = Y, nik4(xi,.) and f_(.) = = >, nik— (23, .).
1 ‘ 1 ‘
. T . . . - T 7 . .
min- 5 (K++K—)7]+Cz;§1 - min - o7 K?H-Cz;&
st Y((K+ —K-)n+be)>e—¢ st Y(Kn+be)>e—¢&
C))

where K (resp. K_) is the kernel matrix provided by the k. (resp. k_), Y is a diagonal matrix
containing y and e a unit vector.

In the remaining of this position paper, we propose a way to find a decomposition of the non-positive
matrix that can fit the previous problem and that produces an exact solution to the stabilization prob-
lem. First we show how to solve the stabilization system in the primal using a spectral decomposi-
tion. Then we use the same reasoning starting from a dual stabilization system. We show that both
methods lead to the same final algorithm (EigNPSVM). Finally, we provide simple experiments il-
lustrating the ability of EigNPSVM to solve exactly a non positive SVM and we point out several
research direction that would confirm our claim and hopefully lead to a less-demanding algorithm
(without spectral decomposition).



2 Decomposition of the primal system according to eigenvalues

¢
Assume that f(.) = Z Bik(z;,.). Then system (1) can be written as
i=1

1
stabg p,¢ iﬂTKﬁ+CeTf

st Y(KB+be)>e—¢ (5)
§& >0 Vi € [1..0]

where K is the kernel matrix, Y is a diagonal matrix containing y and e a unit vector.

Eigen decomposition The stabilization task means that we want to minimize according to the pos-
itive components and maximize according the negative components. We use spectral decomposition
to identify those components. Let V' be the column matrix of eigenvectors and A be the diagonal
matrix of corresponding eigenvalues. We have K = VAV T. We sort V and A according the sign
of eigenvalues, such that V. = [V, V_] and A = [A,,0;0,A_]. Let us define vy = V3. The
stabilization process can be separated between a minimization of the positive part on the one hand
and the maximization of the negative part on the other hand:

. 1 1
stab.y b.¢ %VTAW +Ce'e Jnin, max EVIA+V+ + g’yjf\—v— +Ce'¢
e e
st Y(VAy+be)>e—¢ < st YV(ViApys + VoA_y_ +be) > e—¢
Vi€ [1..4] §& >0 Vi € [1..4) & >0
(6)

Two separated problems Here we show how to transform the min-max system into a full mini-
mization. If y_ is already optimal and fixed:

’YIAJr - OCTYV+A+ =0

. 1
"Hubnﬁ 571A+'y+ + CeT£ a'Ye=0
50, T T T
st Y(Vilsrs + VoA v- +be) > e—e — KET Ce S vfenu:e}o
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(N
The same can be applied to the maximization part, admitting that v, b, ¢ are already optimal and
fixed. In the same time, we transform max into min by changing the sign of the objective function.

i LT T T
e 5= A== = KKT{ V—Afjoo‘ JVJ}*E: 0 ®
st Y(ViAyyy + VoA v +be) >e—¢ @ 20 Vie[l.l]

Note that «v are the same Lagrange multipliers as in system (7) since they apply to the same constraint
of the original system (6).

Global minimization primal system System (7) and (8) are reassembled to produce a full mini-
mization system, equivalent to the stabilization one (4).
min 1'yT[\’y +Ce'¢
ik ©)
st Y(VAy+be)>e—&
& >0 Vi € [1..4)

where A = [A4,0;0,—A_]. This system has the same shape as system (4). This let us think that
the spectral decomposition is a good candidate to solve the stabilization problem in Krein space.

Resolution via the dual From the primal problem (9), using KKT optimality conditions (7) and
(8), the dual comes quite easily as

max flaTéa + aTe
o 2 (10)
st a y=0

0<a; <C Vi € [1..6]



with G = YVAVTY. To obtain this system, note that v = [V,] Y, =V Ya]. This is a classic
quadratic program, providing a sparse solution a.. To be able to classify unknown examples through
the original kernel, we need to produce 3 = Vv = V[VIY@, —VYa] which can be arranged
as 3 =VV YawithV = [V}, —V_]. One can remark that if the kernel is definite positive, V_
is empty, hence 3; = y;«; and f(.) = Zf y;a;k(x;,.). Having a non positive kernel, the sparsity
of the solution is lost. Moreover, the sign of 3;, which can be either positive or negative, is not
only linked to the class of the corresponding example : examples can contribute negatively to the
solution.

3 Decomposition of the dual system according to eigenvalues

We now show that we obtain the same resolution system when taking the dual point of view. The
stabilization setting induces that the solution minimizes the cost function in some directions and
maximizes it in others.

Proposition 3.1 Let D,,;,, represent the directions that should be minimized and D, represent
the directions that should be maximized. The optimality conditions at the saddle point can be written
as follows, considering that we can decompose the problem into a min-max one (ie. minimize in
D pin - lagrange multiplier are positive for a superiority constraint, maximize in D, ... : lagrange
multipliers are negative for a superiority constraint).

V4
f)= Z ayiki (i, )

1
stabg, —a'Ga—e¢'a

¢

eq.(1) and Z a;y; =0 = St. y'a=0
i=1 ) 0<a; < C Vl‘l’l € Dmin
C—a;—B3 =0, oa;>0,Viz; € Dmin —C<a; <0 Vi|z; € Dimas

CH+a;—03 =0, «a; <0,Vi|z; € Dmas
Bi >0, {Vie][l./]}
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where G (3, j) = y,y,kic(zi, x;). However, the kernel matrix G is not definite positive and the dual
system cannot be solved directly with classical technics. Moreover, we need to define the partition
of the training points in D,,;n, and D qz.

Eigen decomposition Let U be the column matrix of eigenvectors and A be the diagonal matrix
of corresponding eigenvalues. We have G = UAU ", U = [U,,U_] and A = [A;,0;0,A_]. Let
us define a = U " . The multipliers’ vector « can be written as « = Ua = Uyay + U_a_ with
a the coordinates in the eigenvector space, a (resp. a_) the coordinates corresponding to positive
(resp. negative) eigenvalues. We can rewrite the dual system:

1
stabg ~a"Aa—e'Ua

st. y' (Ua) =0 12)
0 < U+a+ < Ce
—Ce<U_a-<0

Let’s note @ = [ay;—a_]. We observe that a’A_a_ = (—a_)"A_(—a_). Let A =
[A+a 0; 07 7A]
. 1 1
o rpax gorArar+gaiha —e'Urar —e'U-a- min  1a Aa—e Ua
st. y' (Usas +U—a-) =0 & " Trra — (13)
0< Usas < Ce st. y Ua=0
0<Ua<Ce

—Ce<U_a-<0

Algorithm EigNPSVM Solving the non positive SVM is quite simple in this setting : find &
according to system (14), and then come back to « as follows: & = Ua, U T & = a. Deduce a with

a = a and a(m) = —a(m) where m indicate the position of negative eigenvalues, then o = Ua.
Let G =UAUT.
N S 7 R
min -& Ga—e a
&2 g (14)
st y a=0
0<a<C



This algorithm is limited due to its need for eigenvalues/eigenvectors, which requires to compute
the complete kernel and decompose it. We can reduce the complexity by computing an approximate
version of the decomposition, taking only the largest absolute eigenvalues. The other limitation
concerns the evaluation time in the original space, since the final solution « is not sparse (the solution
is sparse only in &).

4 Illustration, discussion and conclusion

With the tanh kernel. The hyperbolic tangent kernel k(z;, z;) = tanh(a * 2}x; + b) is a popular
kernel for SVM, even though it is not definite positive. It is well known [9] that for some range of
parameters, one can find a solution which is correct in the sense of usual optimization, ie. minimiza-
tion. For some very simple experiments on a checker dataset, we illustrate in figure 1 the ability
of the proposed method to solve the stabilization problem for any range of parameter values of the
tanh kernel. The resulting kernel matrix is highly non positive, the largest eigenvalues is negative
(min;(A;) = —124.80, max;(A;) = 19.31). In this experiments, we also show that using only a
partial eigen-decomposition of the kernel matrix leads to correct results.

Decision function based on partial decomposition

Decision function based on exact decomposition 10 largest (absolute) eigenvalues y
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Figure 1: Results of EigNPSVM on a simple checker problem. The left figure shows the solution with a
complete eigen decomposition of the kernel. The middle figure represents the 50 highest (in absolute val-
ues) eigenvalues from the kernel eigen decomposition. The right figure shows the resulting classifier using
EigNPSVM with only the first 50 eigenvalues/eigenvectors. Those figures illustrate the ability of EigNPSVM
to solve a highly non positive SVM. On both left and right figure, the support vectors are represented by large
pink circles : they correspond to & in system (14).

Observations on the final solution The proposed algorithm has a non sparse final solution, for
which coefficients «; can be negative. We interpret this as an effect of the stabilization setting,
in which some components contribute to the minimization and some others contribute to the max-
imization. If the min-max problem is quite clear once decomposed according to the sign of the
eigenvalues, it is not easy to see in the original space. On figure 2, we show an interesting output of
EigNPSVM. On this figure, we want to point out the fact that training points associated to positive
«; (resp. negative) are grouped together in the original space. This observation was a motivation to
the definition of D,,;, and D, . in definition (??).

Discussion and conclusion In this on-going research, we want to solve the non positive SVM (and
similar kernelized algorithms) using the stabilization setting, which is to our mind the actual problem
to be solved. However the stabilization of a quadratic program is not a common task, even less when
it is constrained. We know that a non positive kernel leads us to work in a Krein space but so far it
did not really help in the definition of a pertinent solver. In this study, we show that we can formulate
the non positive SVM as a quadratic program in which examples can contribute either positively or
negatively to the solution. The interpretation is that the cost function, to be stabilized, has to be
minimized according to some components and maximized according to others. From the spectral
analysis of the kernel, we deduce a simple algorithm that solves the stabilization problem which
consists in modifying the kernel to make it positive definite, solving a classic quadratic program
under box constraints, and using the eigenvector matrix to transpose the (sparse) solution into the
original kernel space. This procedure has a cost : first, it requires to do the eigen-decomposition of



Original problem EigNPSVM Solution Sign of final o coefficients

2 2 B o,
15 15 15
1 1 i
05 05 0.5§
0 0 0 !
-0.5 -0.5 -0.5 .
-1 positive points -1
s * negative points positive o
(o] suppqrt vectors *  negative o
_2_2 » o ; p ?nzc:::gz function 5 p P decision funcltion o 1 g 2

Figure 2: Observation on the positive or negative contribution of the final c; in the solution. On the left figure,
we draw the simple binary classification problem. On the middle one, the result of EigNPSVM is shown (using
a tanh kernel). On the right figure, we represent the sign of the contribution «; of each training point x; for the
learnt decision function. We observe that some areas contain only positive contribution while the rest contains
only negative contribution: there is no overlap. Moreover, we can see that the label of the training points do not
influence on those areas.

the kernel matrix, which implies that the kernel matrix has to be fully computed ; second, the final
solution is non sparse and it slows down the test of new examples. The next step of this research
is the definition of an algorithm that avoids the spectral analysis. To do so we think that we should
use the observation that there are some areas of positive/negative contributing points in the example
space : knowing those area, we could apply an active set algorithm. Moreover, we are convinced
that there exists an equivalent sparse solution to the non sparse one we obtain.
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